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Counting sort

Class Sorting algorithm

Data structure Array

Worst case performance

Best case performance

Average case performance

Counting sort (sometimes referred to as ultra sort or math sort[1] ) is a sorting algorithm which (like bucket sort)
takes advantage of knowing the range of the numbers in the array to be sorted (array A). It uses this range to create
an array C of this length. Each index i in array C is then used to count how many elements in A have the value i; then
counts stored in C can then be used to put the elements in A into their right position in the resulting sorted array. The
algorithm was created by Harold H. Seward in 1954.

Characteristics of counting sort
Counting sort is a stable sort and has a running time of Θ(n+k), where n and k are the lengths of the arrays A (the
input array) and C (the counting array), respectively. In order for this algorithm to be efficient, k must not be much
larger than n.
The indices of C must run from the minimum to the maximum value in A to be able to index C directly with the
values of A. Otherwise, the values of A will need to be translated (shifted), so that the minimum value of A matches
the smallest index of C. (Translation by subtracting the minimum value of A from each element to get an index into
C therefore gives a counting sort. If a more complex function is used to relate values in A to indices into C, it is a
bucket sort.) If the minimum and maximum values of A are not known, an initial pass of the data will be necessary to
find these (this pass will take time Θ(n); see selection algorithm).
The length of the counting array C must be at least equal to the range of the numbers to be sorted (that is, the
maximum value minus the minimum value plus 1). This makes counting sort impractical for large ranges in terms of
time and memory needed. Counting sort may for example be the best algorithm for sorting numbers whose range is
between 0 and 100, but it is probably unsuitable for sorting a list of names alphabetically. However, counting sort
can be used with radix sort to sort a list of integers whose range is too large for counting sort to be suitable alone.
Because counting sort uses key values as indexes into an array, it is not a comparison sort, and the Ω(n log n)
lower-bound for sorting is inapplicable.
Counting sort is commonly used within other sorting algorithms such as radix sort, since radix sort processes by
counting occurrence of digits of a limited number of bits, thus limiting the size of the count table.
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Tally sort
A well-known variant of counting sort is tally sort, where the input is known to contain no duplicate elements, or
where we wish to eliminate duplicates during sorting. In this case the count array can be represented as a bit array; a
bit is set if that key value was observed in the input array. Tally sort is widely familiar because of its use in the book
Programming Pearls as an example of an unconventional solution to a particular set of limitations.[2]

The algorithm
A summary of the algorithm is as follows.
1. Find the highest and lowest elements of the set
2. Count the different elements in the set. (E.g. Set[4,4,4,1,1] would give three 4's and two 1's)
3. Store zero 0's, two 1's, zero 2's, zero 3's, and three 4's into the destination set - i.e. store as many i-th elements as

its corresponding count holds.

C implementation
#include <stdlib.h>

void counting_sort(int array[], int size)

{

  int i, min, max;

  min = max = array[0];

  for(i = 1; i < size; i++) 

  {

    if (array[i] < min)

      min = array[i];

    else if (array[i] > max)

      max = array[i];

  }

  int range = max - min + 1;

  int *count =(int*)malloc(range * sizeof(int));

  for(i = 0; i < range; i++)

    count[i] = 0;

  for(i = 0; i < size; i++)

    count[ array[i] - min ]++;

  int j, z = 0;

  for(i = min; i <= max; i++)

    for(j = 0; j < count[ i - min ]; j++)

      array[z++] = i;

  free(count);

}
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Single-pass variant
Given two preconditions, it is possible to merge the counting and writing passes, thus reducing the complexity from
O(N) to exactly N reads and writes of the array elements.[3] First, the sorting problem must be relaxed to allow a
non-contiguous (i.e. sparse) output array, which suffices for iterating over keys in sorted order. Second, the computer
must support virtual memory, with physical memory mapped in response to page faults.

C pseudocode
void single_pass_counting_sort(int *array, int size, int range, int 

**output, int *next)

{

  int key, i;

  *output = ReserveAddressSpace(range*size*sizeof(int));

  for(key = 0; key < range; key++)

    next[key] = key*size;

  for(i = 0; i < size; i++)

    (*output)[next[array[i]]++] = array[i];

}

void iterate_over_sorted(int size, int range, int **output, int *next)

{

  int key, i;

  for(key = 0; key < range; key++)

    for(i = key*size; i < next[key]; i++)

      do_work((*output)[i]);

}

Arrays of 8-bit and 16-bit Elements
Counting Sort can be simplified when used to sort arrays of 8-bit or 16-bit elements. For these data types the count
array is of reasonable size for today's computers - e.g. 256 counts of 32-bit each for arrays of 8-bit elements on 32-bit
operating systems. For these data types the count arrays do not have to be dynamically allocated.[4] Sorting arrays of
8-bit and 16-bit elements using Counting Sort, significantly outperforms other algorithms due to small constants of
the algorithm and its sequential memory access when reading and writing. Unsigned and signed 8-bit and 16-bit
elements must be handled differently, since indexing using negative numbers is not supported in languages such as
C++.
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Parallel Implementations
Counting Sort is amenable to parallel implementations.[5] [6] Using the parallel_reduce pattern, the input array can be
split into sub-arrays, which are processed in parallel, each generating its own count array. These count arrays are
then merged to produce a single count array.
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• Analyze Counting Sort in an online Javascript IDE (http:/ / tide4javascript. com/ ?s=Counting)
• Demonstration applet from Cardiff University (http:/ / users. cs. cf. ac. uk/ C. L. Mumford/ tristan/ CountingSort.

html)
• Counting sort (http:/ / www. 24bytes. com/ Count-Sort. html)
• Counting Sort Simulation Java Applet (http:/ / users. cs. cf. ac. uk/ C. L. Mumford/ tristan/ CountingSort. html)
• Efficient Counting Sort in Haskell (http:/ / kks. cabal. fi/ laskentalajittelu/ CountingSortHaskell)
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